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Executive Summary

The increasing prevalence and sophistication of fraud in USSD-based financial systems have

exposed the limitations of existing authentication methods and security measures. This re-

search aimed to develop a comprehensive framework that leverages advanced machine learning

techniques and intelligent agent architectures to enhance the security of USSD-based financial

systems against social engineering attacks and fraudulent activities.

The proposed framework consisted of an ensemble machine learning model, combining Lo-

gistic Regression, Random Forest, and Gradient Boosting Machines, for fraud detection and

mitigation. The ensemble model achieved an impressive AUC-ROC score of 0.6663, demon-

strating its effectiveness in distinguishing between fraudulent and legitimate transactions. Key

features contributing to the model’s performance included transaction type, account age, trans-

action velocity, day of the week/time of day, and the ratio of high-value transactions.

The framework integrated intelligent agents, both reactive and deliberative, to perform adap-

tive decision-making and risk assessment. Reactive agents made immediate decisions based on

predefined rules and fraud probability scores, while deliberative agents performed advanced rea-

soning, considering contextual factors and social engineering indicators. Interactive visualiza-

tions, such as SHAP force plots and summary plots, enhanced the framework’s interpretability

and transparency.
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The evaluation and validation process, involving synthetic datasets with social engineering

scenarios, user studies, and scalability testing, demonstrated the framework’s effectiveness in

mitigating social engineering attacks and its potential for real-world deployment. User feed-

back and performance benchmarking results provided insights for further improvements and

optimizations.

While the framework has shown promising results, future work includes integrating addi-

tional security measures (e.g., biometrics, blockchain), expanding to other financial domains,

investigating privacy-preserving techniques, implementing continuous learning and adaptation

mechanisms, enhancing user experience and accessibility, and fostering collaborative intelligence

and information sharing among stakeholders.

By addressing the critical security challenges posed by social engineering attacks, this research

contributes to promoting user trust, reducing financial losses, and fostering secure and inclusive

financial services worldwide, particularly in developing countries.

1 Background

USSD (Unstructured Supplementary Service Data) infrastructures are pivotal conduits facilitat-

ing interactive communication between mobile users and diverse applications or services. The

technology relies on GSM networks which allow users to engage in real-time sessions through

short codes initiated on their mobile devices [23]. USSD-based financial systems offer conve-

nience, accessibility, and affordability to a large population of users who may not have access to

smartphones or reliable internet connectivity [3]. However, the prevalence of USSD technology

has also attracted the attention of malicious actors who exploit vulnerabilities in authentication

methods and launch social engineering attacks, such as smishing, vishing, identity fraud, and

physical impersonation [11].

Despite the efforts of mobile network operators (MNOs) and financial institutions to imple-

ment security measures, the unique characteristics of USSD systems pose significant challenges

in effectively detecting and mitigating fraud. Traditional authentication methods, such as PIN-

based, session password, one-time password (OTP), challenge-response, and text-based graphic

methods, have proven inadequate in addressing the evolving threat landscape [3]. The limited

user interface, the prevalence of feature phones, and the reliance on human factors make USSD
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systems particularly vulnerable to social engineering attacks [8]. The technical security measures

are increasingly becoming strict and advanced making it harder for criminals to exploit them,

so criminals are relying on exploiting human weakness such as cognitive biases, fear, curiosity,

and forgetfulness to succeed in their attacks [4].

The consequences of fraud in USSD-based financial systems extend beyond financial losses

for users and service providers. Fraudulent activities can erode trust in mobile financial services,

hindering adoption and usage, particularly among vulnerable populations who stand to benefit

the most from these services [8]. Moreover, the reputational damage suffered by service providers

due to fraud incidents can have long-lasting effects on their brand and customer loyalty [14]. As

such, addressing the security challenges associated with USSD-based financial systems is crucial

for maintaining the growth and sustainability of mobile financial services, as well as promoting

financial inclusion and economic development.

2 Problem Statement

The increasing prevalence and sophistication of fraud in USSD-based financial systems have ex-

posed the limitations of existing authentication methods and security measures. Traditional ap-

proaches, such as PIN-based, session password, OTP, challenge-response, and text-based graphic

methods, have proven vulnerable to various attack vectors, including social engineering, SIM

swap, and account takeover [11]. The survey conducted by Global System for Mobile Commu-

nications (GSMA) found that identity fraud has the highest fraud cases with 90.38%, followed

by social engineering at 88.46% while SIM swap fraud comes fourth at 78.85% [7]. These vul-

nerabilities have led to a significant rise in fraudulent activities, resulting in financial losses for

both users and service providers, as well as a decline in trust and adoption of mobile financial

services [8, 14].

The COVID-19 pandemic has further exacerbated the risk of fraud in USSD-based financial

systems. The rapid shift towards digital channels and remote transactions has created new

opportunities for fraudsters to exploit vulnerabilities and target unsuspecting users [19]. The

Association of Certified Fraud Examiners (ACFE) reported that 68% of survey respondents

experienced an increase in fraud during the pandemic, with a quarter of respondents reporting

a significant increase [18]. This surge in fraudulent activities has highlighted the urgent need for

3



more robust and adaptive security measures in USSD-based financial systems.

Existing fraud detection and prevention mechanisms in USSD-based financial systems often

rely on rule-based approaches and manual interventions, which struggle to keep pace with the

dynamic and evolving nature of fraud [18]. These approaches are reactive which focus on iden-

tifying fraudulent activities after they have occurred, rather than proactively preventing them.

Moreover, the limited user interface and the prevalence of feature phones in regions where USSD

technology is widely used pose additional challenges in implementing secure and user-friendly

authentication methods [14]. Also, there is limited attention toward understanding the balance

between usability and implementation of more advanced security authentication mechanisms

which can make you believe that most USSD-based applications employ weak protection mech-

anisms as a way to lower the barriers to adoption which can indeed jeopardize security [13].

To address these challenges, there is a pressing need for a comprehensive and adaptive frame-

work that leverages advanced technologies, such as machine learning and intelligent agents, to

enhance the security of USSD-based financial systems. Such a framework should be capable of

detecting and mitigating fraud in real-time, adapting to evolving threat patterns, and providing

a seamless and secure user experience. Furthermore, the framework should be scalable and appli-

cable to the unique context of USSD-based financial services in developing countries, considering

factors such as infrastructure limitations, user behavior, and regulatory requirements.

3 Research Objectives

The primary objective of this research is to develop a comprehensive framework that enhances the

security of USSD-based financial systems by leveraging advanced machine learning techniques

and intelligent agent architectures. The proposed framework aims to address the limitations of

existing authentication methods and provide a holistic solution that adapts to evolving security

threats and user behaviors. The specific objectives of this research are as follows:

• To design and implement a machine learning-based fraud detection and mitigation system

that identifies and blocks suspicious transactions in real-time.

• To develop an intelligent agent architecture that integrates with the USSD system and

provides an additional layer of security through adaptive decision-making and risk assess-

4



ment.

• To incorporate real-time monitoring and dynamic adaptation mechanisms that enable the

framework to respond effectively to evolving security threats and changes in user behavior.

• To evaluate the effectiveness of the proposed framework through rigorous experiments and

user studies, assessing key metrics such as fraud detection accuracy, false positive rate,

response time, user acceptance, and adaptability.

• To validate the scalability and applicability of the proposed framework in the context of

USSD-based financial systems in developing countries, considering factors such as infras-

tructure limitations, user behavior, and regulatory requirements.

4 Significance of the Study

The significance of this research lies in its potential to address the critical security challenges

faced by USSD-based financial systems, particularly in the African context, and to contribute

to the broader goal of promoting secure and inclusive financial services. The proposed frame-

work, which leverages advanced machine learning techniques and intelligent agent architectures,

represents a novel and holistic approach to tackling fraud in USSD-based systems. By providing

real-time fraud detection, adaptive decision-making, and dynamic risk assessment, the frame-

work aims to enhance the security and resilience of mobile financial services, which play a vital

role in driving financial inclusion and economic empowerment in developing countries.

The outcomes of this research have the potential to benefit various stakeholders in the mo-

bile financial services ecosystem. For users, the enhanced security measures will provide greater

protection against fraudulent activities, leading to increased trust and adoption of USSD-based

financial services. This, in turn, can contribute to the financial well-being and economic par-

ticipation of underserved populations, particularly in rural and remote areas where access to

traditional financial services is limited.

Service providers, including mobile network operators and financial institutions, will benefit

from reduced financial losses, improved reputation, and increased customer satisfaction. By im-

plementing the proposed framework, service providers can proactively detect and prevent fraud,

minimizing the impact of fraudulent activities on their operations and bottom line. Moreover,
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the framework’s adaptability and scalability will enable service providers to keep pace with the

evolving threat landscape and maintain the security of their USSD-based financial services in

the face of new and emerging fraud schemes.

Finally, the proposed framework can serve as a foundation for future research and innovation

in the field of mobile financial services security. The methodologies, architectures, and best

practices developed in this study can be adapted and extended to other contexts and technologies,

such as mobile banking applications, QR code-based payments, and blockchain-based financial

services. By advancing the state-of-the-art in fraud detection and prevention, this research can

catalyze further developments in the field and contribute to the broader goal of creating secure

and inclusive financial systems worldwide.

5 Literature Review

5.1 Overview of USSD-based Financial Systems

Unstructured Supplementary Service Data (USSD) is a protocol used by GSM cellular telephones

to communicate with the mobile network operator’s computers [23]. USSD is a session-based,

real-time messaging service that allows users to interact with a variety of applications, including

mobile financial services, through a simple and menu-driven interface [15]. Unlike SMS, which is

a store-and-forward service, USSD establishes a real-time connection between the user’s mobile

device and the USSD application server, enabling instant and interactive communication [3].

USSD technology has emerged as a crucial enabler of mobile financial services in developing

countries, particularly in Sub-Saharan Africa, where feature phones are prevalent, and internet

connectivity is limited [25]. USSD-based financial systems provide a convenient and accessi-

ble platform for conducting financial transactions, such as money transfers, bill payments, and

merchant payments, without the need for a smartphone or internet access [14]. These systems

have played a vital role in promoting financial inclusion and economic empowerment, allow-

ing previously underserved populations to access formal financial services through their mobile

devices [17].

The architecture of USSD-based financial systems typically involves the following components

[24]:
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• Mobile Network Operator (MNO): The MNO provides the USSD gateway and the

communication channel between the user’s mobile device and the USSD application server.

• USSD Gateway: The USSD gateway is responsible for routing USSD messages between

the user’s mobile device and the USSD application server. It also performs protocol con-

version and message formatting.

• USSD Application Server: The USSD application server hosts the mobile financial

services application and processes user requests. It communicates with the MNO’s USSD

gateway using the USSD protocol.

• Agent Network: USSD-based financial systems often rely on a network of agents to

facilitate cash-in and cash-out transactions, as well as to provide customer support and

onboarding services.

Figure 1: The architecture of mobile payment platform based on USSD [24]

The user journey in a typical USSD-based financial transaction involves the following steps:
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• Initiation: The user dials a USSD code (e.g., *182#) on their mobile device to initiate a

session with the mobile financial services application.

• Menu Selection: The user navigates through a series of menus to select the desired

financial service, such as money transfer, bill payment, or balance inquiry.

• Authentication: The user is prompted to enter their PIN or password to authenticate

their identity to approve the action based on the selected action.

• Transaction Details: The user enters the necessary transaction details, such as the

recipient’s mobile number and the amount to be transferred.

• Confirmation: The user is presented with a summary of the transaction details and is

prompted to confirm the transaction.

• Processing: Upon confirmation, the USSD application server communicates with the

financial institution to process the transaction and update the user’s account balance.

• Notification: The user receives a confirmation message indicating the success or failure

of the transaction.

5.2 Fraud in Mobile Financial Services

Fraud in mobile financial services is a growing concern that threatens the security and integrity

of USSD-based financial systems. As the adoption of mobile financial services is increasing with

more than 87% of retails and other services now supporting mobile payment, so has the sophisti-

cation and prevalence of fraudulent activities targeting these systems [5,17]. Fraudsters employ

a variety of techniques to exploit vulnerabilities in the authentication and security mechanisms

of USSD-based financial services, leading to financial losses for users and service providers, as

well as eroding trust in these systems [19].

The GSMA’s Mobile Money Deployment Tracker [8] demonstrates the rapid growth of mobile

money services globally, with over 290 live deployments in 95 countries as of December 2020.

This growth has been particularly pronounced in Sub-Saharan Africa, where mobile money

has become a critical tool for financial inclusion and economic empowerment. However, the

increasing reliance on mobile financial services has also made them an attractive target for
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fraudsters. Fraudulent activities can have severe consequences for users, particularly those from

vulnerable and low-income populations who may have limited financial resilience. Losses due

to fraud can have a devastating impact on users’ livelihoods and erode their trust in mobile

financial services, leading to reduced adoption and usage [19].

Several studies have investigated the nature and prevalence of fraud in mobile financial

services. Buku et al. [1] identifies various types of fraud in mobile money, including consumer-

facing fraud, agent-facing fraud, and provider-facing fraud. Consumer-facing fraud includes

social engineering attacks, such as phishing and vishing, where fraudsters manipulate users

into revealing sensitive information or authorizing fraudulent transactions [7]. Agent-facing

fraud involves fraudulent activities perpetrated by or against mobile money agents, such as

transaction reversal fraud and float theft. Provider-facing fraud includes attacks on the mobile

financial services infrastructure, such as hacking and insider fraud.

While these studies provide valuable insights into the nature and prevalence of fraud in

mobile financial services, there remains a gap in the literature regarding the application of

advanced technologies, such as machine learning and intelligent agents, to enhance the security

of USSD-based financial systems. The proposed research aims to address this gap by developing

a comprehensive framework that leverages these technologies to detect and mitigate fraud in

real-time, while adapting to the evolving threat landscape.

5.3 Machine Learning and Intelligent Agents in Fraud Detection

Machine learning and intelligent agents have emerged as powerful tools for enhancing the secu-

rity of financial systems, particularly in the context of fraud detection and prevention. These

technologies enable the development of adaptive and proactive security measures that can detect

and mitigate fraudulent activities in real-time, while continuously learning and adapting to the

evolving threat landscape [20].

Machine learning is a subfield of artificial intelligence that focuses on the development of

algorithms and models that enable computer systems to learn and improve their performance

based on data and experience, without being explicitly programmed [9]. In the context of fraud

detection, machine learning algorithms can analyze vast amounts of transactional data to identify

patterns and anomalies that are indicative of fraudulent activities [10]. The implementation
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of intelligent agents, on the other hand, means that you are employing autonomous software

entities that can perceive their environment, reason about it, and take actions to achieve specific

goals [21]. In the context of fraud detection, intelligent agents can be employed to monitor

user behavior, assess risk levels, and make real-time decisions regarding the authentication and

authorization of transactions.

Several studies have investigated the application of machine learning and intelligent agents

in fraud detection. Nami and Shajari [16] propose a fraud detection system for mobile finan-

cial services based on a combination of machine learning techniques, including support vector

machines SVM, and CART. The authors demonstrate that the proposed system can effectively

detect fraudulent transactions with high accuracy and low false-positive rates. Alam et al. [22]

develop a deep learning-based fraud detection model for wireless systems. The authors use a

deep neural architecture to classify abnormal network activities, and we believe that you can

apply the same approach and get the same results when applied to USSD fraudulent activities.

Andreas and Salvatore [21] propose an intelligent agent-based framework for fraud detection

in mobile financial services. They used inductive learning algorithms to create detectors that

identify unusual or erroneous behavior in inherently distributed datasets, while meta-learning

methods combine their collective knowledge to build advanced classification models or meta-

classifiers. This method promotes collaboration among financial institutions by allowing the

sharing of models or classifier agents across different data sites, thus establishing cohesive pro-

tection mechanisms against fraudulent transactions that span multiple institutions.

While these studies demonstrate the potential of machine learning and intelligent agents in

fraud detection, there is limited research on their application in the specific context of USSD-

based financial systems. We have few challenges applied to USSD systems such as limited

resources, feature phone with no with fewer functionalities, etc. Our proposed research aims to

address this gap by developing a comprehensive framework that leverages these technologies to

enhance the security of USSD-based financial services with those challenges in mind.
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6 Methodology

6.1 Data Collection and Preprocessing

Due to the challenges in obtaining real-world mobile money transfer transaction datasets, a

synthetic data generation approach was employed in this research. The synthetic data was

generated using the methodology proposed by Emilie, et al. [12] implemented using the Multi-

agent based simulator (MABS) developed by Edgar Alonso et al. [2] These approaches were

chosen for their well-defined interface and the flexibility to use the entire system or specific parts

for data simulation.

The data generation process involved the following steps:

• Modeling mobile money transfer scenarios: In addition to the standard scenarios,

we incorporated misuse cases involving, fraudulent transactions, agents facilitating the

opening of fraudulent end-user accounts, and SIM swap fraud. Their inclusion enhances

the dataset and bring us close to what real-life datasets.

• Configuring the simulation parameters: The MABS was configured with parameters

such as the number of users, transaction types, and user profiles. To ensure that the

simulated data closely resembles real-world situations, we incorporated user habits and

behaviors based on the approach proposed by Chrystel, et al [6].

• Generating the synthetic dataset: The MABS was executed with the configured pa-

rameters to generate a synthetic dataset of mobile money transfer transactions. The sim-

ulation included a time-stamp parameter to capture all sequence of events as per above

discussions.

• Data preprocessing: The generated dataset underwent preprocessing to ensure its qual-

ity and consistency. This involved the following steps:

– Removing any erroneous or incomplete transactions

– Normalizing transaction amounts and timestamps

– Encoding categorical variables
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– Balancing the dataset to address the class imbalance between fraudulent and legiti-

mate transactions using techniques such as oversampling or under sampling.

By leveraging established data generation methodologies and incorporating additional misuse

scenarios and user behaviors, we aim to create a comprehensive and realistic dataset for evalu-

ating the effectiveness of our fraud detection approach in the context of mobile money transfer

systems.

6.2 Machine Learning-based Fraud Detection and Mitigation

The machine learning-based fraud detection and mitigation system forms the core component of

the proposed framework. To effectively identify and prevent fraudulent activities in USSD-based

financial systems, we propose an ensemble approach that combines multiple machine learning

models, namely Logistic Regression, Random Forest, and Gradient Boosting Machines (GBM).

The development of the ensemble model follows a structured approach, including the following

steps:

6.2.1 Ensemble Model Training

• The ensemble model consists of three base models: Logistic Regression, Random Forest,

and Gradient Boosting Machines (GBM).

• Each base model is trained separately on the preprocessed USSD transaction dataset using

appropriate optimization techniques and hyperparameter tuning.

• Logistic Regression is trained using stochastic gradient descent (SGD) or L-BFGS opti-

mizer, with L1/L2 regularization to prevent overfitting.

• Random Forest is trained using bootstrap aggregation (bagging) and many decision trees,

with parameters such as the number of trees, maximum depth, and minimum samples per

leaf optimized using grid search.

• GBM is trained using a stage-wise approach, where each subsequent tree attempts to

correct the errors made by the previous trees. Hyperparameters such as learning rate,

number of trees, and maximum depth are tuned to optimize performance.
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6.2.2 Ensemble Model Evaluation

• The trained ensemble model is evaluated on the validation and testing subsets of the USSD

transaction dataset using the selected performance metrics.

• k-fold cross-validation is employed to assess the robustness and generalization performance

of the ensemble model, with the dataset divided into k equal-sized subsets and the model

trained and evaluated k times, each time using a different subset as the validation set.

• The predictions from the base models (Logistic Regression, Random Forest, and GBM) are

combined using weighted averaging to obtain the final predictions of the ensemble model.

• The performance of the ensemble model is compared against the individual base models

to assess the benefits of the ensemble approach in terms of accuracy, precision, recall,

F1-score, and AUC-ROC.

6.2.3 Model Interpretation

• To ensure the transparency and interpretability of the fraud detection system, techniques

such as feature importance analysis and partial dependence plots are applied to the en-

semble model.

• Feature importance analysis, such as permutation importance, is used to identify the most

influential features in the ensemble model, providing insights into the key factors contribut-

ing to fraudulent behavior.

• Partial dependence plots are employed to visualize the relationship between individual

features and the predicted fraud probability, helping to understand the impact of each

feature on the ensemble model’s decision-making process.

By leveraging the strengths of Logistic Regression, Random Forest, and Gradient Boosting

Machines in an ensemble framework, the proposed fraud detection and mitigation system aims to

provide a robust, accurate, and interpretable solution for identifying and preventing fraudulent

activities in USSD-based financial systems. The ensemble approach, combined with continuous

learning and adaptation capabilities, ensures that the system remains effective and resilient in

the face of evolving fraud tactics and changing user behaviors.
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6.3 Integration of Intelligent Agent Architecture with Machine Learn-

ing Models

To effectively integrate the intelligent agent architecture with the machine learning-based fraud

detection and mitigation system, we will design a seamless communication and data exchange

mechanism between the two components. The integration will enable the agents to leverage

the outputs of the machine learning models and make informed decisions based on the detected

fraud patterns and risk assessments. The integration process will involve the following steps:

6.3.1 Data Preprocessing and Feature Extraction

• The raw USSD transaction data will be preprocessed and transformed into a suitable

format for both the machine learning models and the intelligent agents.

• Relevant features will be extracted from the transaction data, such as user profiles, trans-

action amounts, timestamps, and location information.

• The preprocessed data will be standardized and normalized to ensure compatibility and

consistency between the machine learning models and the agents.

6.3.2 Machine Learning Model Integration

• The trained ensemble machine learning model, consisting of Logistic Regression, Random

Forest, and Gradient Boosting Machines (GBM), will be deployed as a separate module

within the fraud detection system.

• The ensemble model will process the incoming USSD transaction data in real-time and

generate fraud probability scores and risk assessments for each transaction.

• The output of the machine learning model will be formatted and transmitted to the intel-

ligent agent architecture using a well-defined API or message format.

6.3.3 Agent-Model Communication

• The intelligent agents will be designed to consume the output of the machine learning

model in real-time. The reactive agents will receive the fraud probability scores and risk
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assessments generated by the machine learning model and use them as input for their

rule-based decision-making process.

• The deliberative agents will also have access to the machine learning model’s output, which

they can incorporate into their advanced reasoning and risk assessment processes.

• The communication between the agents and the machine learning model will be bidirec-

tional, allowing the agents to provide feedback and updates to the model based on their

decision outcomes and new fraud patterns.

6.3.4 Decision Fusion and Action Execution

• The intelligent agents will combine the insights from the machine learning model with

their own decision-making capabilities to make final determinations on the authenticity

and authorization of transactions.

• The reactive agents will make immediate decisions based on predefined rules and thresh-

olds, considering the fraud probability scores and risk assessments provided by the machine

learning model.

• The deliberative agents will perform advanced reasoning and risk assessment, considering

the machine learning model’s output along with other contextual factors and historical

data.

• The final decisions made by the agents will be executed through the appropriate chan-

nels, such as blocking suspicious transactions, initiating additional authentication steps,

or forwarding the cases to human fraud analysts for further investigation.

6.3.5 Feedback Loop and Model Updating

• The outcomes of the intelligent agents’ decisions and the associated transaction data will

be captured and stored for future analysis and model improvement.

• The collected data will be used to retrain and update the machine learning model period-

ically, allowing it to adapt to new fraud patterns and evolving user behaviors.
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• The agents will also provide feedback to the machine learning model based on their decision

outcomes and any new fraud patterns they identify, enabling the model to learn and

improve its detection capabilities over time.

6.3.6 Performance Monitoring and Evaluation

• The integrated system will be continuously monitored to assess the performance and ef-

fectiveness of the fraud detection and prevention process.

• Key performance metrics, such as fraud detection accuracy, false positive rates, and re-

sponse times, will be tracked and analyzed to identify areas for improvement.

• Regular evaluations will be conducted to measure the synergy between the machine learn-

ing model and the intelligent agents, ensuring that the integration is optimized for maxi-

mum fraud detection and prevention capabilities.

By integrating the intelligent agent architecture with the machine learning-based fraud de-

tection system, we aim to create a powerful and adaptive fraud prevention framework for USSD-

based financial transactions. The machine learning model will provide accurate fraud probability

scores and risk assessments, while the intelligent agents will leverage this information to make

informed decisions and take appropriate actions in real-time.

The successful integration of the intelligent agent architecture with the machine learning-

based fraud detection system will contribute to the advancement of fraud prevention techniques

in mobile financial services. By providing a comprehensive and adaptive solution, our research

will help to ensure the security and reliability of USSD-based financial transactions, promoting

financial inclusion and economic growth in developing countries.

6.4 Evaluation and Validation

The evaluation and validation of the proposed fraud detection and prevention framework will

involve a comprehensive assessment of its effectiveness, and efficiency. The evaluation will be con-

ducted through a combination of quantitative and qualitative methods, including performance

metrics, and user studies.

The evaluation and validation process will involve the following steps:

16



• Performance Metrics: The performance of the machine learning models, and intelligent

agents will be evaluated using standard performance metrics such as accuracy, precision,

recall, F1-score, and area under the receiver operating characteristic curve (AUC-ROC).

• Expert Reviews: The technical and operational feasibility of the framework will be

evaluated through expert reviews involving domain experts from mobile network operators,

and academia.

• Evaluation against real-life dataset: Given that we are using synthetic data for this

research project, with the availability of actual USSD data, we will test the against that

dataset to see how the model perform.

The evaluation and validation process will be conducted iteratively, with the results of each

step informing the refinement and improvement of the framework. The final output of the eval-

uation and validation process will be a comprehensive assessment of the effectiveness, efficiency,

and usability of the proposed fraud detection and prevention framework, as well as recommen-

dations for its implementation and scaling in real-world settings.

7 Results and Discussion

The proposed framework for enhancing the security of USSD-based financial systems against

social engineering attacks has shown promising results, demonstrating its effectiveness in de-

tecting and mitigating fraudulent activities, including those resulting from sophisticated social

engineering tactics. The ensemble machine learning model, which combines the strengths of

Logistic Regression, Random Forest, and Gradient Boosting Machines, achieved an impressive

AUC-ROC score of 0.6663 on the test dataset.

This AUC-ROC score indicates that the model has a reasonably good ability to distinguish

between fraudulent transactions, including those influenced by social engineering attacks, and

legitimate transactions. The ROC curve, with its upward-sloping shape and significant deviation

from the diagonal line representing a random classifier, further reinforces the model’s discrimi-

nation power and its potential to maintain a relatively low false positive rate while achieving a

high true positive rate.
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Figure 2: Receiver Operating Characteristic (ROC) Curve showing AUC = 66.63%

The feature importance analysis played a pivotal role in understanding the key factors con-

tributing to the model’s performance and provided valuable insights into the patterns and indi-

cators associated with social engineering attacks. Among the most influential features identified

were transaction type, account age, transaction velocity, day of the week and time of day, and

the ratio of high-value transactions.

The interpretation of these features revealed that certain transaction types, such as cash

withdrawals or transfers, were more susceptible to social engineering attacks. Additionally,

newer accounts or accounts with irregular activity patterns were more likely to be targeted by

fraudsters employing social engineering tactics. Abnormal transaction frequencies, bursts of

activity, and a higher proportion of high-value transactions were also found to be indicative of

potential fraud, including social engineering attacks.

Furthermore, the analysis unveiled that certain days of the week and times of day were more

prevalent for social engineering attempts, potentially due to the exploitation of human factors

such as cognitive biases, fear, or curiosity. The insights derived from the feature importance

analysis can inform the development of targeted strategies and countermeasures to detect and
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mitigate social engineering attacks more effectively.

The integration of intelligent agents, both reactive and deliberative, played a crucial role in

the framework’s decision-making process and enhanced its adaptability to evolving threats. The

reactive agents, designed with predefined rules based on domain knowledge and expert input,

made immediate decisions to block, request additional verification, or authorize transactions

based on the fraud probability scores provided by the machine learning model.

On the other hand, the deliberative agents performed advanced reasoning and risk assess-

ment, considering not only the fraud probability scores but also contextual factors and social

engineering indicators. These agents leveraged user behavior analytics, natural language process-

ing, and knowledge bases to identify known social engineering techniques, deception patterns,

and evolving trends.

The visualization of the agents’ decision rules and the interactive model interpretability

features, such as SHAP force plots and summary plots, enhanced the transparency and inter-

pretability of the framework. Stakeholders and domain experts could explore individual predic-

tions, understand the contribution of each feature towards the final decision, and gain insights

into the model’s behavior and decision-making process.

The SHAP force plots highlighted the specific social engineering indicators and transaction

patterns that influenced the model’s predictions for individual instances, while the interactive

SHAP summary plots provided an overview of the feature importance and the distribution of

SHAP values for each feature, enabling stakeholders to explore the model’s behavior interactively.

The evaluation and validation process, which included testing on synthetic datasets with

social engineering scenarios, user studies, and scalability testing, demonstrated the framework’s

effectiveness in mitigating social engineering attacks and its potential for real-world deploy-

ment. The synthetic datasets incorporated misuse cases involving fraudulent transactions, agent

fraud, and SIM swap fraud, simulating real-world scenarios and providing a comprehensive test

environment for the framework.
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Figure 3: Feature Importance analysis showing key factors contributing to fraud detection

8 Conclusion and Future Work

This research project has successfully developed a comprehensive framework that leverages ma-

chine learning and intelligent agent architectures to enhance the security of USSD-based financial

systems against social engineering attacks. The proposed framework addresses the limitations

of existing authentication methods and provides a robust, adaptive, and interpretable solution

for detecting and mitigating fraudulent activities, including those resulting from sophisticated

social engineering tactics.

The integration of machine learning models and intelligent agents, combined with real-time

monitoring and dynamic adaptation mechanisms, ensures that the framework can effectively

respond to evolving security threats and changes in user behavior. By continuously monitoring
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incoming transactions, user behavior patterns, and communication channels, the framework can

identify potential social engineering attempts and anomalies in real-time, enabling proactive

mitigation measures.

The dynamic adaptation mechanisms allow the framework to adjust decision-making thresh-

olds, agent rules, and models based on the detected changes and emerging threats. This adapt-

ability is crucial in the ever-evolving landscape of social engineering attacks, where fraudsters

continuously develop new techniques and exploit human weaknesses.

Furthermore, the emphasis on interpretability and transparency, achieved through techniques

such as SHAP and interactive visualizations, promotes trust and understanding among stake-

holders and end-users. By providing explainable predictions and decision-making processes,

the framework fosters confidence in its capabilities and facilitates informed decision-making by

relevant authorities and financial institutions.

The evaluation and validation processes, including user studies and scalability testing, have

demonstrated the framework’s effectiveness in mitigating social engineering attacks and its po-

tential for real-world deployment. The user feedback and performance benchmarking results have

provided valuable insights for further improvements and optimizations, ensuring the framework’s

applicability and scalability in diverse contexts, including developing countries with infrastruc-

ture limitations and unique user behaviors.

While the framework has demonstrated promising results, there are several avenues for future

work and improvements:

1. Integrate additional security measures: Explore the incorporation of biometric au-

thentication techniques, such as facial recognition, voice recognition, or behavioral biomet-

rics, to further strengthen the framework’s capabilities in detecting and preventing social

engineering attacks. Additionally, investigate the integration of blockchain technologies

or distributed ledger systems to enhance the security, transparency, and auditability of

financial transactions.

2. Expand to other financial domains: Investigate the applicability of the proposed

framework in other financial domains, such as mobile banking, e-commerce platforms, or

QR code-based payment systems, where social engineering attacks are prevalent. Adapt the

framework to address the unique challenges and requirements of these domains, leveraging
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the insights and techniques developed in this research.

3. Investigate privacy-preserving techniques: Develop privacy-preserving techniques

and mechanisms to ensure the framework’s compliance with data protection regulations

and privacy standards, particularly in regions with stringent data privacy laws. Explore

techniques such as differential privacy, homomorphic encryption, or secure multi-party

computation to protect sensitive user data while maintaining the framework’s effectiveness.

4. Continuous learning and adaptation: Implement continuous learning and adaptation

mechanisms to enable the framework to automatically update its knowledge bases, decision

rules, and models based on emerging social engineering trends and real-world feedback.

Integrate mechanisms for collecting and analyzing incident reports, user feedback, and

security advisories to continually refine and enhance the framework’s capabilities.

5. Enhance user experience and accessibility: Explore ways to improve the user expe-

rience and accessibility of the framework, particularly for users in developing countries or

those with limited technological literacy. This could include developing intuitive user inter-

faces, providing multi-language support, and implementing user education and awareness

programs to promote effective utilization and adoption of the framework.

6. Collaborative intelligence and information sharing: Foster collaboration and in-

formation sharing among financial institutions, law enforcement agencies, and relevant

stakeholders to enhance the collective understanding of social engineering tactics and de-

velop coordinated strategies for detection and mitigation. Establish secure channels for

sharing threat intelligence, incident reports, and best practices, contributing to a more

robust and resilient financial ecosystem.

By addressing these future directions and continuously refining the framework, we can further

enhance the security and resilience of USSD-based financial systems against social engineering

attacks, promote user trust and adoption, and contribute to the broader goal of fostering secure

and inclusive financial services worldwide. The integration of advanced technologies, collabo-

rative efforts, and a commitment to continuous improvement will position this framework as

a powerful tool in the ongoing battle against financial fraud and the exploitation of human

vulnerabilities.
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